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Mission: push the boundaries of file, memory and storage systems by exploring and 
developing new technologies and techniques to improve the usability, scalability, security, 
reliability, and performance of storage systems.

Research Portfolio:

ωNew Storage Technologies: Flash Memory based SSD, NV-RAM, Shingled Write Disks, 
Kinetic Drives, Object Storage Devices/Systems, and Active Storage Devices including 
more computing power in the devices

ωNew Storage Hierarchies: multi-level caching/prefetching, data allocation/migration, and 
tiered storage, differential storage hierarchy 

ωCloud Storage and Big Data: OpenStack, Key-Value Store, Hadoop, Spark, Docker, Access 
Hint, Cloud Storage, and SDS 

ωTools: Workload Characterization and Workload Generation, High Fidelity Replayer, etc.

CRIS Mission & Research Portfolio
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CRIS Background & Operations

ωIAB Meetings
ςSpring & Fall (2 Days), Summer & Winter (2 

Hours)

ςPropose, review & direct research projects

ςAssess & advise on center direction & operations

ςbŜǘǿƻǊƪ ǿƛǘƘ ƛƴŘǳǎǘǊȅ ƳŜƳōŜǊǎΣ tLΩǎ ϧ ǎǘǳŘŜƴǘǎ

ωWorkshop (1 Day)
ςSpring

ς Industry & academia present major trends, 
challenges & research needs

ςOpen to public

ωNSF I/UCRC established in 2009

ωCurrently seven industry & 
three university members
ςUniversity of Minnesota

ςTexas A&M

ςTemple

ωOperating budget: $1,100,000
ς$650,000 in IAB fees

ς$460,000 in NSF fees

CRIS Website: cris.cs.umn.edu
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Member Companies at CRIS

Potential New Sponsors: Alibaba, AT&T, Century Link, Cisco, Microsoft, Micron, SKHynix, ARM and Bank of America 
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Å{ǳǇǇƭŜƳŜƴǘ ȅƻǳǊ ŎƻƳǇŀƴȅΩǎ ǇǊŜ-competitive research effort in developing & transferring 
knowledge

ÅSupport development of & access for recruiting future data storage scientists & engineers
ÅCollaboration with a PI & student to define& direct aresearch project (bi-weekly calls)
ÅLeverage ςone membership ($50K for Large/$15K for Small Companies) provides access 
ǘƻ ҒϷмa ƛƴ ǊŜǎŜŀǊŎƘ ǇǊƻƧŜŎǘ ǊŜǎǳƭǘǎ
Å16 projects in 2018

ÅNon-exclusive, royalty free license for all IP
ωAttend:
ςBi-annual IAB meetings to review all projects, assess/influence CRIS direction & 

network with industry colleagues
ςBi-annual virtual interim IAB meetings to review/recommend newresearch proposals 

& assess/influence CRIS direction
ςAnnual workshop on storage trends

Why Join CRIS?
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DƻŀƭΥ 5ŀǘŀ tǊƻŎŜǎǎƛƴƎ Ҧ LƴŦƻǊƳŀǘƛƻƴ wŜǘǊƛŜǾŀƭ Ҧ YƴƻǿƭŜŘƎŜ 
Generation & Decision Making

+
White-Box Effect (Learned from Cloud Computing)

+
Open Source Effect

5ǊƛǾŜǎ /wL{ aŜƳōŜǊǎΩ LƴǘŜǊŜǎǘ ƛƴ IȅǇŜǊŎƻƴǾŜǊƎŜŘ LƴŦǊŀǎǘǊǳŎǘǳǊŜ

/wL{ aŜƳōŜǊǎΥ άL¢ 9ƴǾƛǊƻƴƳŜƴǘ ƛǎ ¢ǊŀƴǎŦƻǊƳƛƴƎέ
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ωKey Internet building block

ωConsolidates compute, storage & network for big data applications
ς Increased efficiency

ς Broad scalability

ς Improved agility

ς Reduced costs

ωResearch spaces: Interactions between compute, network & storage AND new building 
blocks/components: 
ς New architectures, Non-Volatile memory, VM & Containers for server compute 

ς New optical networks, 5G cellular system, NFV (Network Functional Virtualization) & software-defined network 
for switches & routers

ς Hierarchical & Hybrid Storage, Software-Defined Storage (SDS), Data Archive Systems

Hyperconverged Infrastructure (HI) - Seamless 
integration of compute, network & storage:
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ωBuilding upon the I/UCRC Center for Research in Intelligent Storage (CRIS) 

ωCRIS established working relationships with Intel, IBM, HPE, SGI, Cray, 
Salesforce, Seagate, Veritas, NetApp, Dell/EMC, HGST, LSI, Samsung, Huawei 
& SK Telecom 

ςThey identified hyperconvergence trend & recommended this change

ωAll current CRIS members committed to join

ω¢ƘƛǊǘŜŜƴ tLΩǎΥ ¢ŜƳǇƭŜ όпύΣ ¢ŜȄŀǎ !ϧa όпύ ϧ ¦ ƻŦ ab όрύ ǎǇŜŎƛŀƭƛȊƛƴƎ ƛƴ L¢ 
systems, computing & networking architectures & data storage systems

ωSame operating model & member benefits as CRIS

Center for Hyperconverged Infrastructure (CHI)
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CRIS Director, Proposed CHI Director & Research 
David Hung-Chang Du, proposed CHI Director, is the Qwest Chair Professor of Computer 
Science and Engineering at the University of Minnesota, Minneapolis. He is the Center 
Director of the NSF multi-university I/UCRC Center of Research in Intelligent Storage (CRIS).  
He is an IEEE Fellow and a Fellow of Minnesota Supercomputing Institute.  His research areas 
include mass storage systems, high-speed and sensor networks, cyber security and 
parallel/distributed processing.

CRIS/CHI Research

Å Cloud computing & big data support

Å Management at scale across all components including data distribution over the Internet & quick response to data 

independent of location 

Å Efficient use of software systems like Key-Value Store, Hadoop, Spark, Docker, access hints, cloud storage & 

software defined storage

Å Exploration of internal architectures of servers, switches, routers, & storage systems all the way to silicon  

Å Using AI & machine learning approaches to reduce cost & improve performance of large hyperconverged 

infrastructures like the Internet
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CRIS Co-PI, Proposed CHI Co-PI & Research
Paul Gratzis an Associate Professor in the Department of Electrical and Computer 
Engineering at Texas A&M University where he is a member of the Computer 
Engineering and Systems Group.  He leads the CAMSIN research group; which focuses 
on efficient and reliable design in the context of high performance computer 
architecture, processor memory systems and on-chip interconnection networks. He is a 
co-PI for the Center for Research in Intelligent Storage (CRIS). 

CRIS/CHI Research

Å Implications of hyperconvergence on compute & storage components 

Å Novel systems software & software/hardware rearchitecting for non volatile memory (NVM)

Å Novel device interfaces/organizations for efficient systems software

Å Data center architectures for NVM

Å New & novel CPU & systems architectures cognizant of emerging NVM & non-volatile storage  

Å Techniques & mechanisms to support virtualization & containerization of persistent memory  

Å Hardware support & acceleration for hybrid memory composed of emerging NVM & DRAM

Å Techniques to leverage speculation driven, forward looking memory management, rather than demand driven, 

backward-looking policies 

Å AI & machine learning approaches to direct & manage speculation 

Å Workload/application dependent positioning of boundary between edge compute & centralized compute, in an effort 

to improve overall performance & reduce network traffic 
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CRIS Site Director, Proposed CHI Site Director & Research

Krishna Kant, proposed CHI Site Director, is a professor in the Computer and Information Systems 
(CIS) department at Temple University, Philadelphia and site director of CRIS.  He is an IEEE Fellow 
and carries 37 years of experience in academia, industry and government. His recent research 
interests include data driven analysis of storage systems performance, energy management in 
data centers, automated mechanisms for configuration management, resilience in high 
performance computing, edge computing, security in cyber physical systems including smart grid 
and smart transportation, and body area communications.

CRIS/CHI Research

Å High speed decentralized storage hierarchies

Å End-to-end integration of complex storage hierarchies

Å Automated configuration management & diagnosis

Å Integrated management & diagnosis in multiparty environments

Å Automatic end-to-end energy & resource management

Å Holistic security & privacy protection during system design time
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άIt9 ƘŀǾŜ ōŜŜƴ ŘƛǊŜŎǘƭȅ ŜƴƎŀƎŜŘ ƛƴ Ƴŀƴȅ ƻŦ ǘƘŜ ǊŜǎŜŀǊŎƘ ǇǊƻƧŜŎǘǎ ƻŦ ǘƘŜ /wL{ ǎƛƴŎŜ ƛǘǎ ƛƴŎŜǇǘƛƻƴΦ {ƛƴŎŜ ǘƘŜƴ 
HPE have sponsored research in a wide range of storage-related fields, including archival storage, scalable 
distributed indexing and non-hierarchical file systems, large-scale distributed storage systems, file systems for 
next-generation storage devices, and data deduplication.  We also have partnered with CRIS with particular 
interest in cross-cutting issues such as security and reliability in file and storage systems. Over the years we 
ƘƛǊŜŘ Ƴŀƴȅ ōǊƛƎƘǘ /wL{ ǊŜǎŜŀǊŎƘ ǎǘǳŘŜƴǘǎ ŀƴŘ ǳƴƛǾŜǊǎƛǘƛŜǎΦ LǘΩǎ ƻƴŜ ƻŦ ƻǳǊ Ǝƻŀƭǎ ƛƴ It9 ŀƴŘ /wL{ ƛǎ ǘƻ ōǳƛƭŘ ŀ 
bridge between the industry and the academia to enrich the technologies we all use. Storage is changing with 
the emergence of Hyperconvergence and cloud, also machine learning and AI. CRIS is well suited for practical 
research and is led by very knowledgeable staff. Many of the staff members are actively engaged in the high 
tech industry. This brings value to the CRIS center and to the industry alike. We continue to see tremendous 
value in CRIS, Now CHI, hence we continue to fund its research projects. We highly recommend the CHI center 
of research and we stand by its research staff and its projects and we look forward to continue to partner with 
/IL ŦƻǊ Ƴŀƴȅ ȅŜŀǊǎ ǘƻ ŎƻƳŜ ŦƻǊ ŀ ōŜǘǘŜǊ ǿƻǊƭŘ ǿŜ ōǳƛƭŘ ǘƻƎŜǘƘŜǊΦά

Respectfully, Ayman Abouelwafa  3PAR-CTO   HPESD

Industry Testimonials
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άCƻǊ {ŜŀƎŀǘŜΣ ǇŀǊǘƛŎƛǇŀǘƛƻƴ ƛƴ /wL{ Ƙŀǎ ƻŦŦŜǊŜŘ ŀƴ ƻǇǇƻǊǘǳƴƛǘȅ ǘƻ ǿƻǊƪ ǿƛǘƘ ǎǘǳŘŜƴǘǎ ŀƴŘ 
leverage the expertise of the PIs to address technical challenges we face. As the students 
work on their projects, the exchange between industry sponsor and student can also be a 
recruitment opportunity. Additionally, we get a view into the trends and issues facing the 
wider storage industry through the interaction with other industry members, outside of 
traditional customer relationships. CHI looks to expand the what was built with CRIS, 
augmenting storage with compute, networking, and the software that enables storage 
systems. Seagate is fully supportive of this realignment, as we believe the broader focus will 
help maintain active industry participation as well as continue to offer insight into industry 
trends. Plus, developing a broader range of expertise within the center can only help as we 
ƭƻƻƪ ǘƻ ǎƻƭǾŜ ǘƻƳƻǊǊƻǿϥǎ ŎƘŀƭƭŜƴƎŜǎΦέ

Bryan Wyatt, Seagate Logic Design Engineer, VLSI Engineering & CRIS IAB Chair

LƴŘǳǎǘǊȅ ¢ŜǎǘƛƳƻƴƛŀƭǎΧ
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ά±ŜǊƛǘŀǎ Ƙŀǎ ōŜŜƴ ǿƻǊƪƛƴƎ ǿƛǘƘ /wL{ ŦƻǊ Ƴŀƴȅ ȅŜŀǊǎΣ ŀƴŘ ōŜƴŜŦƛǘǎ ŦǊƻƳ ǘƘŜ 
collaboration greatly. The HyperProtect project, for example, helps us 
understand the backup telemetry better and uses the information for 
ƛƴǘŜƭƭƛƎŜƴǘ Řŀǘŀ ǇǊƻǘŜŎǘƛƻƴΦέ

Weibao Wu, Veritas Distinguished Engineer

LƴŘǳǎǘǊȅ ¢ŜǎǘƛƳƻƴƛŀƭǎΧ




