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CRIS Motivation: Evolution of Computing

Before 1980 1980—2000 2000 to Today
==

® Data and compute
are distributed

® Datacenters
expand role in
managing data

® Quick expansion

@® Data sits almost in entertainment ® Datacenters
exclusively in expand to cloud
datacenters infrastructures

® Compute
continues to be
distributed; data
begins to contract

® Add social to
the mix

® Data and compute
centralized

® Business-focused

Source: Data Age 2025fhe Evolution of Data to Liferitical
David Reinsel John Gantz John Rydning | March 2017
IDC White Paper Sponsored by Seagate © 2017 IDC

UNIVERSITY OF MINNESOTA

Center forResearch in
C I'{;WEZS IntelligentSorage ? Driven to Discover® }Tﬁ

TEXAS A&M

UNIVERSITY

W TEMPLE

——a UNIVERSITY"




C R I S M Ot | Vatl ON Byte Shipment Share by Storage Media Type

Annual Size of the Global Datasphere
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CRIS Mission & Research Portfolio

Mission:push the boundaries of file, memory and storage systems by exploring and
developing new technologies and technigues to improve the usability, scalability, securit
reliability, and performance of storage systems.

Research Portfolio:

w New Storage Technologieklash Memory based SSD,-RXM, Shingled Write Disks,
Kinetic Drives, Object Storage Devices/Systems, and Active Storage Devices includir
more computing power in the devices

w New Storage Hierarchiesnulti-level caching/prefetching, data allocation/migration, anc
tiered storage, differential storage hierarchy

w Cloud Storage and Big Dat@penStack, KeYalue Store, Hadoop, Spark, Docker, Acce:
Hint, Cloud Storage, and SDS

w Tools:Workload Characterization and Workload Generation, High Fidelity Replayer, e
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CRIS Background & Operations

w NSF I/UCRC established in 200 IAB Meetings
W Currenﬂy seven industry & ¢ Spring & Fall (2 Days), Summer & Winter (2

. : Hours)
three unlver5|ty members ¢ Propose, review & direct research projects
¢ University of Minnesota ¢ Assess & advise on center direction & operation:
¢ Texas A&M cbSig2N] 6AGK Ay RdzalNE
¢ Temple w Workshop (1 Day)
w Operating budget: $1,100,000 ¢ Spring
¢ $650,000 in IAB fees ¢ Industry & academia present major trends,
¢ $460,000 in NSF fees challenges & research needs

¢ Open to public

CRIS Website: cris.cs.umn.edu
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Member Companies at CRIS

—1
Hewlett Packard ML E |\/| C
Enterprise
intel)
%’\;”4&' Seagate @

VERITAS SANMISUNG

Potential New Sponsors: Alibaba, AT&T, Century Link, Cisco, Microsoft, Micron, SKHynix, ARM and Bank of Americ:
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Why Join CRIS?

A{ dzLILX SYSyYy G & 2 dedidpaigvy ielleafch &fart indddeloping & transferring
knowledge
A Support development of & access for recruiting future data storage scientists & engin
A Collaboration with a Pl & student to defigedirect aresearch project (biveekly calls)
A Leverage; one membership ($50K for Large/$15K for Small Companies) provides acc
02 Fbma AY NBA&SIFNODK LINR2SO0 NBadz Ga
A 16 projects in 2018
A Non-exclusive, royalty free license for all IP
w Attend:
¢ Brannual IAB meetings to review all projects, assess/influence CRIS direction &
network with industry colleagues
¢ Brannual virtual interim IAB meetings to review/recommend n@search proposals
& assess/influence CRIS direction
¢ Annual workshop on storage trends
UNIVERSITY OF MINNESOTA
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D2FfY 5FGF t NeOSaaAy3d b LYyTF2NY
Generation & Decision Making

_|_
White-Box Effect (Learned from Cloud Computing)
+
Open Source Effect

SNAPSAa /wL{ aSYOSNBQ LYUGUSNBad A
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Hyperconverged Infrastructure (Hlipeamless

Integration of compute, network & storage:

w Key Internet building block

w Consolidates compute, storage & network for big data applications

¢ Increased efficiency
¢ Broad scalability
¢ Improved agility
¢ Reduced costs
w Research spaces: Interactions between compute, network & storage AND new buildi

blocks/components:
¢ New architectures, Noivolatile memory, VM & Containers for server compute
¢ New optical networks, 5G cellular system, NFV (Network Functional Virtualization) & seftefared network
for switches & routers
¢ Hierarchical & Hybrid Storage, Softwddefined Storage (SDS), Data Archive Systems

Center forResearch in 9 UNIVERSITY OF MINNESOTA
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Center for Hyperconverged Infrastructure (CHJ@YOQO%\

w Building upon the I/UCRC Center for Research in Intelligent Storage (CR

w CRIS established working relationships with Intel, IBM, HPE, SGl, Cray,
Salesforce, Seagate, Veritas, NetApp, DellEMC, HGST, LSI, Samsung, |
& SK Telecom

¢ They identified hyperconvergence trend & recommended this change
w All current CRIS members committed to join
WEKANILISSY tLQAY ¢SYLX S 6nvX ¢SEI &
systems, computing & networking architectures & data storage systems
w Same operating model & member benefits as CRIS
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CRIS Director, Proposed CHI Director & Reseal

.| David HungChang Duproposed CHI Director, is the Qwest Chair Professor of Computer
Science and Engineering at the University of Minnesota, Minneapolis. He is the Center
Director of the NSF multiniversity /UCRC Center of Research in Intelligent Storage (CRIS).

He is an IEEE Fellow and a Fellow of Minnesota Supercomputing Institute. His research areas
include mass storage systems, hgeed and sensor networks, cyber security and
parallel/distributed processing.

CRIS/CHI Research

A Cloud computing & big data support

A Management at scale across all components including data distribution over the Internet & quick response to d
Independent of location

A Efficient use of software systems like K&glue Store, Hadoop, Spark, Docker, access hints, cloud storage &
software defined storage

A Exploration of internal architectures of servers, switches, routers, & storage systems all the way to silicon

A Using Al & machine learning approaches to reduce cost & improve performance of large hyperconverged

infrastructures like the Internet
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CRIS CPBI, Proposed CHI €& & Research

Paul Gratas an Associate Professor in the Department of Electrical and Computer
Engineering at Texas A&M University where he is a member of the Computer
Engineering and Systems Group. He leads the CAMSIN research group; which focuses
on efficient and reliable design in the context of high performance computer
architecture, processor memory systems andabnp interconnection networks. He is a
co-PI for the Center for Research in Intelligent Storage (CRIS).

CRIS/CHI Research

Implications of hyperconvergence on compute & storage components

Novel systems software & software/hardware rearchitecting for non volatile memory (NVM)

Novel device interfaces/organizations for efficient systems software

Data center architectures for NVM

New & novel CPU & systems architectures cognizant of emerging NVM &vodatile storage

Technigues & mechanisms to support virtualization & containerization of persistent memory

Hardware support & acceleration for hybrid memory composed of emerging NVM & DRAM

Techniques to leverage speculation driven, forward looking memory management, rather than demand driven
backwardlooking policies

Al & machine learning approaches to direct & manage speculation

Workload/application dependent positioning of boundary between edge compute & centralized compute, in ar
to improve overall performance & reduce network traffic

Center forResearch in 12 UNIVERSITY OF MINNESOTA
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CRIS Site Director, Proposed CHI Site Director & Researc

Krishna Kantproposed CHI Site Director, is a professor in the Computer and Information Syster
(C1S) department at Temple University, Philadelphia and site director of CRIS. He is an IEEE F
and carries 37 years of experience in academia, industry and government. His recent research
interests include data driven analysis of storage systems performance, energy management in
data centers, automated mechanisms for configuration management, resilience in high
performance computing, edge computing, security in cyber physical systems including smart gri
and smart transportation, and body area communications.

CRIS/CHI Research

High speed decentralized storage hierarchies

Endto-end integration of complex storage hierarchies
Automated configuration management & diagnosis

Integrated management & diagnosis in multiparty environments
Automatic eneto-end energy & resource management

Holistic security & privacy protection during system design time

Too oo o o o o
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Industry Testimonials

G1t9 KIS 0SSy RANBOGte& Sy3alFr3ISR AY Ylyeée 2F GKS
HPE have sponsored research in a wide range of stoedaed fields, including archival storage, scalable
distributed indexing and nehierarchical file systems, larggeale distributed storage systems, file systems for
nextgeneration storage devices, and data deduplication. We also have partnered with CRIS with particul
Interest in crosgutting issues such as security and reliability in file and storage systems. Over the years w
KANBR YlIyeé OoNARIKGOG /wL{ NBASINOK aidadzRSyda | yR dz
bridge between the industry and the academia to enrich the technologies we all use. Storage is changing
the emergence of Hyperconvergence and cloud, also machine learning and Al. CRIS is well suited for pra
research and is led by very knowledgeable staff. Many of the staff members are actively engaged in the h
tech industry. This brings value to the CRIS center and to the industry alike. We continue to see tremendc
value in CRIS, Now CHI, hence we continue to fund its research projects. We highly recommend the CHI
of research and we stand by its research staff and its projects and we look forward to continue to partner:
/1L F2NJI YlFye @SIFENAR (2 O02YS FT2NJ I 06SUGGSNI 62NI R ¢
Respectfully, Ayman Abouelwafa 3PERO HPESD
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LY RdzAUNE ¢SaluGAY2YyALlfa

GC2NJ {SIFIIFIST LINIAOALI GA2Y AY [ wL{ KI &
leverage the expertise of the Pls to address technical challenges we face. As the studer
work on their projects, the exchange between industry sponsor and student can also be
recruitment opportunity. Additionally, we get a view into the trends and issues facing the
wider storage industry through the interaction with other industry members, outside of
traditional customer relationships. CHI looks to expand the what was built with CRIS,
augmenting storage with compute, networking, and the software that enables storage
systems. Seagate is fully supportive of this realignment, as we believe the broader focu:
help maintain active industry participation as well as continue to offer insight into industr
trends. Plus, developing a broader range of expertise within the center can only help as
f221 02 a2ft@S (02Y2NNRogUE OKIffSyasSaopsé
Bryan Wyatt, Seagate Logic Design Engineer, VLSI Engineering & CRIS IAB Chair
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LY RdzAUNE ¢SaluGAY2YyALlfa

GxrSNRAGOFa KFra o0SSY ¢g2NJAyYy3I GgAGK [/ wli
collaboration greatly. The HyperProtect project, for example, helps us
understand the backup telemetry better and uses the information for
AYOSttAISYld RIEGE LINRPGSOUAZ2Y ®E

Weibao Wu, Veritas Distinguished Engineer
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