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Overview of the Problem

« Automation will create jobs, eliminate jobs, transform jobs, and
introduce new tasks within a job?!

* However, automation only affects certain types of jobs and
automation only benefits certain types of people?

- Jobs that are at high risk of automation have high
concentrations of racial minoritiess
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Workshop on Automation, Racial Equity, and the Future of Work

« To understand the intersection of automation, racial equity, and the

future of work, social and computational scientists must work
together

« If social scientists work in isolation, their understanding of the
computational science landscape will be minimal

* If computational scientists work in isolation, they may exacerbate
existing (racial) inequities

This is similar to the need for industry-university partnerships!
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Potential Industry University Partnerships

Partnerships should focus on:

» Generating explainable automation
* (Re)training of workers

« Consideration of individual differences in the design of automation
« Downstream effects of automation
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